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Composite Index has been constructed by several 
authors using different techniques. Among them, 
Analytic Hierarchy Process (AHP) is a technique that is 
being used extensively in many areas to analyze and 
support decisions in which many objectives (some time 
even competing objectives) are involved and many 
alternatives are available. The AHP is introduced in late 
1970s. This technique is based on expert judgment and 
the experts of relevant field give their opinion/priorities 
to several alternatives to analyze and support decisions. 
As it is based on expert’s judgment, it is subjective in 
nature. Using public opinion as a weighting technique, 
Parker (1991) developed environmental problem index. 
Ercot and Moran (1991) used AHP to rank a small 
number of municipal landfill potential sites for City of 
Edmonton, Alberta, Canada. Siddiqui et al. (1996) have 
used AHP in landfill siting using GIS. Narain et al. 
(1991) proposed a technique of constructing composite 
index and constructed a composite index of 
development for estimating the potential targets for the 
underdeveloped States to bring equity in development. 
This technique involves the problem of multicolinearity. 
Mahlberg and Obersteiner (2001) constructed human 
development index by using benefit of doubt as a 
weighting method. Ahmad et al. (2003) identified 
potential agro forestry areas by using Objective Analytic 
Hierarchy Process (OAHP). Narain et al. (2005) have 
estimated socio-economic development of different 
districts in Kerala. 

The techniques used above to construct composite 
index is subjective in nature or/ and involves problem of 
multicolinearity. If multicollinearity present in the data 

set, the weight of one variable is added up to the weight 
of correlated variables. This yields poorly constructed 
composite index. To overcome the problem of 
multicolinearity, Kumar et al. (2013) proposed and used 
Principal Component Analysis (PCA) in construction of 
composite index and developed Agriculture 
Development Index of Bihar State, India. In this paper, 
Flower Production Index (FPI) has been constructed 
using PCA with available indicators for 18 districts of 
West Bengal State, India.

MATERIALS AND METHODS

The data on flower production has been taken from 
the secondary source (Directorate of Food Processing 
Industries and Horticulture, Govt. of W.B.) for all the 18 
districts of West Bengal for the year 2007-08. District 
wise data on production of Rose (PR) in crore spike, 
production of Gladiolus (PG) in crore spike, production 
of Marigold (PM) in thousand mt and production of 
seasonal flower (PSF) also in thousand mt has been 
analyzed. The imputations of missing values in the data 
were done using the minimum value of corresponding 
data set.

Principal Component Analysis is generally used for 
data reduction technique (Dutta et al., 2014) as well as 
for the solution of multicolinearity. The principal 
components can be utilized in construction of composite 
index. All the principal components obtained from a 
data set can be used to construct composite index 
because the aim is not to reduce the data set but to rank 
the districts, State or countries. As principal components 
are uncorrelated, therefore, all principal components 
can be used in construction of composite index. The 
methodology used in construction is as under.
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Maximum Likelihood Estimate (M.L.E.) of 
variance-covariance matrix (Ó) of the given data set was 
estimated by

                                                                       … (1)

where 

Where, q is the number of indictors / variables.

                         and n is total number of districts.

Then Correlation Matrix (CM) was obtained using 
above variance-covariance matrix as

                                                                        … (2)

where 

V = Diagonal matrix obtained from variance-
covariance matrix and   = M. L.E. of variance-
covariance matrix.

Next step was to obtain principal components using 
eigen vectors of the estimated correlation matrix and 
standardized values of variables. The principal 
components were obtained by using the formula given 
below.

where 
thP s  : q  principal componentsq

Table 1: Correlation matrix

PR PG PM PSF

PR 1.000 0.146* 0.767** 0.844**
PG 1.000 0.087* 0.131*
PM 1.000 0.926**
PSF 1.000

Note: The values indicated by * is not significant at p 
value 0.05 and the values indicated by **is significant at 
p value 0.05. 

Table 2: Detection of multicolinearity
2Model Dependent Independent p R VIF

variable variables value

1 PR PG, PM <0.001 0.715 3.510
and PSF

2 PG PR, PM 0.930 0.029 1.030
and PSF

3 PM PR, PG <0.001 0.859 7.110
and PSF

4 PSF PR, PG <0.001 0.901 10.100
and PM

Table 3: Eigen values 

Eigen values of the Covariance Matrix

Eigen Proportion Cumulative
value of explained

variation

1 2.719 0.680 0.680
2 0.977 0.244 0.924
3 0.243 0.061 0.985
4 0.061 0.015 1.000

thZ s  : standardized values of q  variable q

th tha : element belonging to k  eigenvector and for q  kq

variable, k=1,2,  …,q; q=1,2, …,q.

Now, the composite index was constructed using the 
obtained eigenvalues of variables and principal 
components as under: 

                                                                       … (3)

where,
thCI  = composite index for i  district,i

ë s are eigen values,j

thP ’s are q  principal components, i=1,2, …,n; j=1,2, q

…,q. 

Further, the composite index of each district was 
normalized by using the following formula:

                                                                       … (4)

where, 
thCi   = normalized value of composite index of i  ni

district,

min(CI)= minimum value of composite index among 
all,

max (CI) = maximum value of composite index among 
all.
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Table 3a: Eigen vectors 

PC1 PC2 PC3 PC4

Rose 0.556 -0.027 -0.803 0.213
Gladiolus 0.122 0.991 0.056 0.021
Marigold 0.572 -0.114 0.557 0.591
Seasonal 0.591 -0.068 0.205 -0.778

Note: PC indicates the Principal Component. 

Table 4: District wise Flower Production Index (FPI) 
along with their rank.

Districts FPI Rank

Purba Medinipur 1.000 1
Nadia 0.861 2
Paschim Medinipur 0.594 3
Darjeeling 0.419 4
North 24-Paraganas 0.250 5
Howrah 0.222 6
South 24-Paraganas 0.166 7
Jalpaiguri 0.027 8
Uttar Dinajpur 0.019 9
Burdwan 0.018 10
Murshidabad 0.016 11
Malda 0.011 12
Coochbehar 0.009 13
Bankura 0.009 14
Birbhum 0.007 15
Hooghly 0.002 16
Dakshin Dinajpur 0.002 17
Purulia 0.000 18

RESULTS AND DISCUSION

The analysis of collected data was done using SAS 
package (SAS Institute India Private Limited, Mumbai, 
India). The PRINCOMP procure was used to analyze the 
data. The obtained correlation matrix is given in table-1. 
The correlation between (PR, PM), (PR, PSF) and (PM, 
PSF) was found significant at p value 0.05. The 
correlation between remaining variable were not found 
significant at p value 0.05. 

Also, regression analysis was performed and 
Variance Inflation Factor (VIF) for each variable was 
obtained to detect multicolinearity by regressing one 
variable to other remaining variables. The Variance 
Inflation Factor for jth variable can be obtained as under

where, 
th VIF  is Variance Inflation Factor for j variable.j

2Coefficients of determination (R ) were obtained by j

regressing jth variable on other variable(s). The result of 

regression analysis along with VIFs is given in table 2. It 
was concluded that the linear relationship among 
variables is significant except for PG. It was also 
concluded that the variable PSF is having serious 
multicolinearity as VIF for PSF is greater than 10 
(Montgomery et al., 2001). Also the variable PM can be 
considered as near multicolinearity. While in case of PR 
there is very little multicolinearity and in case of PG, 
there is no multicolinearity. Overall, it was concluded 
that there is multicolinearity among variables. Thus, the 
composite index has been constructed using PCA to 
overcome the problem of multicolinearity. 

The results of PRINCOMP procedure were obtained 
and the eigen values and eigenvectors are given in table 
3 and 3a. It can be seen that only first two principal 
component accounts more than 90 % variability. The 
sensitivity of constructed composite index can also be 
verified by observing the components of eigenvectors. 
The indicators having highest component in first eigen 
vector influences maximum to the Composite Index 
(CI) that is the CI is highly sensitive to the associated 
indicators. Thus, it can be concluded that the constructed 
composite index is highly sensitive to production of 
Seasonal Flower followed by Marigold and Rose 
because the first principal component have highest 
value for Seasonal Flower followed by Marigold and 
Rose and also it has maximum eigen value 2.719.

The construction of Flower Production Index (FPI) 
was performed using the methodology discussed earlier. 
The composite index value for each district along with 
their rank is given in table 4 after arranging in 
descending order. The districts were identified and 
grouped in to two categories High and Low on the basis 
of constructed FPI. The FPI values greater than or equal 

thto 75  percentile were grouped as high flower 
production zone and the districts having FPI values less 

ththan 75  percentile (Kumar et al., 2013) were identified 
thas low flower production zone. The 75  percentile of FPI 

was found to be 0.35. Thus, Purba Medinipur, Nadia, 
Paschim Medinipur and Darjeeling were identified as 
high flower production zone whereas remaining 
districts were grouped as low flower production zone in 
West Bengal. 
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