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Forecasting cash crop production with statistical and neural network model
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ABSTRACT

Countries can use forecasts to establish data-driven strategies and make educated commercial decisions. In order to minimize
rural poverty and unemployment in developing nations, the development of cash crops is a crucial component of agricultural
diversification projects. A comparison of the ARIMA, ETS, and NNAR models for forecasting area, production, and productivity
of wheat, paddy, maize, jowar and cotton crops is presented in this study. We have used data from 1980 to 2010 to estimate using
models (training) and 2011 to 2020 to test the model’s validity (testing). On the basis of goodness of fit, the models were
contrasted using training and validation data sets (RMSE, MAE and MASE). Forecast values for the years up to 2027 were
derived by choosing the best model. Wheat, paddy, and cotton production are predicted to rise, but jowar and maize production
are predicted to fall. The outcomes of the current forecast may enable policymakers to create future strategies that are more

aggressive in terms of food security and sustainability, as well as better in terms of Indian cash crop production.
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INTRODUCTION

India is a niche for both food crops and cash crops.
The former is important for boosting human health while
the latter is important for boosting the country’s
economy. The chief food crops grown in the country
include wheat, paddy, maize, jowar etc. while cotton is
the most important cash crop grown in the country. India
is the second largest producer of wheat and paddy,
seventh largest producer of maize while the topmost
producer of cotton in the world. Wheat, paddy, maize
and jowar belong to the poaceae family, mainly grown
as cereals around the world (Yaseen et al., 2019).
Chiefly, wheat, paddy and maize and to some extent
jowar serve as staple food for people around the world
who draw about fifty per cent of total daily calorie intake
from the consumption of the cereals (Sarwar ef al.,
2013). India being a nutritionally impoverished nation
focused on achieving food and nutritional security and
the foremost strategy for bringing about food security
was to enhance the production of cereals (Acharya,
2009). Government also focuses on maintaining buffer
stocks of paddy and wheat for improving food security
in India (Kumar et al., 2012). Irrespective of the
cropping system followed, cotton accounts for about
48 per cent of total gross returns in crop rotation (Forster
etal.,2013). Despite being a major commercial crop in
India, cotton faces many problems particularly pest
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damage (Gandhi and Namboodiri, 2009). Commercial
growing of Bt cotton has resulted in even greater
economic benefits to the farmers when compared to
traditional cotton varieties as they are pest resistant
(Bennett et al., 2006). Adoption of Bt cotton has caused
an increase of 24 per cent in yield per acre thereby, giving
about 50 per cent gain in profits among the smallholders
(Kathage and Qaim, 2012). Despite of the cereals and
pulses, it is necessary to study about the cash crop to
estimate future of yield, area under cultivation and
production.

Time series analysis is the only way to estimate the
forecasting nature of any phenomenon. Many
researchers tried to estimate the prediction of major
agricultural crop by using statistical and machine
learning models. Prabakaran et al. (2013) forecasted the
cultivated areas and production of wheat in using both
ARIMA (1,1,1) and ARIMA (1,1,0) models. Sharma et
al. (2018) forecasted the maize production for the years
2017 to 2022 and found ARIMA (2,1,0) as the most
suitable model. Choudhury et a/. (2017) made an attempt
to forecast total area, irrigated area, production and
productivity of rice, wheat and maize in India by
employing Box-Jenkins ARIMA modelling method.
Debnath et al. (2013) studied forecasting of the
cultivated area, yield and production of cotton in area
and found ARIMA (0,1,0), ARIMA (1,1,4) and ARIMA
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(0,1,1) as best fitted models for forecasting cotton area,
production and yield in India, respectively. Poyyamozhi
and Mohideen (2017) forecasted the cotton area and
production in India using ARIMA (0,1,0) model. Saha
et al. (2021) used tuned-support vector regression model
to forecast the cotton production in India.Pandey et al.
(2008) carried out a comparison between neural-network
and fuzzy time series models for forecasting wheat
production. Rana (2020) used fuzzy sets models for
forecasting agricultural crop yield and concluded that
soft computing techniques of forecasting are more
comfortable in comparison to statistical models.
Athiyarath et al. (2020) compared various forecasting
algorithmic approaches and explored the usefulness and
limitations of each of them.

As a result, it is critical to concentrate on cash crop
production in order to forecast future behavior. In the
present study comparative analysis was conducted
between ARIMA, ETS and NNAR models for
forecasting area, production and productivity of wheat,
paddy, maize, jowar and cotton crops.

MATERIALS AND METHODS
Data description

The cash crop data i.e. wheat, maize, paddy, jowar
and cotton were considered for this study. The area,
production and productivity data were collected from
Agriculture at a glance, Govt. of India from the study
period 1980 to 2020. These data series were evaluated
to meet this study objectives.

Applied methodology
Autoregressive integrated moving average (ARIMA)
model

Autoregressive integrated moving average
(ARIMA) model is the robustly used time series model
for univariate data. The model also named as Box-
Jenkins methodology (Box and Jenkins, 1976). The
model consisted of Autoregressive (AR) model (p order),
integrated or differencing the series (d order) and moving
average (MA) model (g order).

AR model is the linear function of lagged value of
the variable, which can be denoted as

B
X, = a+be X,_; +g, )
i1

where, a is intercept, b, is autoregressive parameter,
g, ~ fidN(0,1)

Integration or differencing is generally used for
making the series stationary and it can be defined as

. )
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MA model is the function of random error and lagged
value of the variable, which can be written as

g
X =uteE, +Z¢f U (3)
i=1

where, u=E(x,), ¢, is the parameter of moving

average, &, ~ iidN(0,1)

To develop an ARIMA (p,d,q) model and estimate
forecast from the model, we should follow four steps;
identification, estimation, diagnostic checking and
prediction or forecast. In identification, it is required to
find the appropriate order of p, d, ¢. Partial
autocorrection function (PACF) and Autocorrelation
function (ACF) are used to estimate the appropriate order
of p and g respectively. To estimate the differencing
order (d), it should be necessary to test the stationarity
of the series by using either Augmented Dickey-Fuller
(Dickey and Fuller, 1979) test or Phillips—Perron
(Phillips and Perron, 1988) test. After the model order
has been established, the parameter approximation
procedure is computed using maximum likelihood
methods. Model selection techniques including the root
mean square error (RMSE), mean absolute error (MAE),
mean absolute percentage error (MAPE) and mean
absolute squared error (MASE) are used to select the
best model both training and testing set. In the last stage,
the chosen model’s validity (training set) and forecast
(testing set) are evaluated using the in-sample forecast
and out-of-sample forecast (Ray et al., 2016).

ETS Model (Exponential Smoothing)

ETS builds time series from three elements: E(Error),
T(Trend), and S. (Seasonal). Error phrase refers to an
unpredictable component of a time series and trend term
refers to the long-term movement of a time series. Since
we have annual data, we ignore (S) in our data. (Yonar
etal., 2022).

To build the model, we have additive model
Y =T+ E, or multiplicative model like Y, = T. E.

The individual component of the model is described
below:

E[4, M]

T [N, AM, AD, MD]

S[N, 4, M]

Where : N : none ; A : additive ; M: multiplicative;
AD : additive dampened ; MD: multiplicative dampened.

The Table 1 describes the model that we are working
on (Yonar et al., 2022):

Where parameters: « : smoothing factor for the
level, B : smoothing factor for the trend, ¢ : damping
coefficient. And initial states: / : initial level
components, b : initial growth components, which is
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Table 1: Probabilities of the model shape in state space

Trend Additive Error Models Trend Multiplicative Error Models
=1l +¢g e =L1(1+¢)
N N
Ef, = Ef,—l + C{St I’t - If—'l (1 + a‘St)
Ve =li1+b_1+¢ Ve = g+ b—)(1 + &)
A {f. = {1_1 + bf,—'l + OCé‘E I\'I I’t - (I’t—l + bt—l)(l + agt)
by = b1 + Bé; by =b_1 +pi—1 +b_1)g
=(l,_1+db,_H(1+¢
Ve =l + fobbt—q + pe; Iyt: (I( ‘ 1+ (;f; ‘ 325 n 0:;))
AD L, =11 + Pb_y +as, MD P e Ty ‘

by = ¢pb,_1 + P&,

b, = ¢b. 1+ Bl
+ ¢b,_1)g

estimated as part of the optimization problem. RMSE,
MSE, MAPE and MASE were also used to select the
best model of both training and testing set.

NNAR model

Time series data that had been advanced in time
were fed into the neural network of the NNAR. Acyclic
links connect a three-tiered network. The following is
the NNAR equation (Perone, 2021)

Q p
Xy = @y + Z wy g (m,,j + Z cuw—xtl) +e;
j=1 i=1

where x and (x_,....... x/_p) are the output and the
input, w =012, F =120} and (")IU =0,1,2,...0) are
model parameters, which are known as connection
weights; the number of input nodes is represented by P
while the number of hidden nodes is indicated by Q.

RESULTS AND DISCUSSION

In Table 1, some descriptive statistics via area,
production, and productivity for wheat, maize, paddy,
jowar, and cotton are given. It can be seen from Table 1
that wheat has the highest mean for the area, production,
and productivity. Paddy has the second-highest average
in terms of area and production, while jowar in terms of
productivity. Those with the lowest means are cotton in
terms of area and productivity and jowar in terms of
production. According to the coefficient of variation
values, we can say that the biggest change is in jowar
for the area, cotton for production and productivity. It
also appears that the least change is in cotton for the
area, paddy for production and paddy for productivity.
The difference between maximum and minimum, with
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positive skewness except for paddy area and paddy
production, indicates that areca, production and
productivity increased in a stable fashion from 1980 to
2020. Moreover, we can say that the outliers are
insignificant according to the calculated kurtosis values.

ARIMA, ETS and NNAR models were used to
model these data. We used the data during the period
1980-2010 to estimate using models (training) and 2011-
2020 to verify the validity of the model (testing). The
best models selected according to the AIC were given
in Table 2. Values for the best models according to the
RMSE, MAE, MAPE and MASE criteria were shown
in bold. For example, ARIMA (0,1,0) for wheat area,
ETS(M,A,N) for wheat production, and ARIMA(0,1,1)
for wheat productivity were determined as the best
models.

According to the obtained best models in Table 2,
forecasts with 95% forecasting intervals for the area,
production and productivity up to 2027 were obtained
as shown in Table 3. A decrease was expected until 2027
for all areas except the wheat area. In terms of
production, an increase is expected for wheat, paddy
and cotton and a decrease is expected for jowar and
maize. An increase was expected until 2027 for all
productivities except jowar productivity. Also, forecasts
for area, production, and productivity in wheat, maize,
paddy, jowar and cotton were presented in Fig. 1. From
the figure, one can evaluate the forecasted line obtained
in between the confidence interval which confirmed that
the models were fitted as best.

CONCLUSION

The development of cash crops became a crucial
factor in determining the anticipated behaviour that can
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Fig. 1 : Forecasts to 2027

benefit the Indian economy. On the other side, the results
of this study showed that, depending on the data
availability, time series analysis with a conventional
statistical model can be used to determine the forecasting
nature of numerous significant commodities. We
employed the ARIMA, ETS and NNAR models in
accordance with the goal and compared the results using
the goodness of fit (RMSE, MSE, MAPE) on the area,
production and productivity data series (wheat, paddy,
maize, jowar and cotton). Production of wheat, paddy,
and cotton is expected to increase, but production of
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jowar and maize is expected to decline. This information
is useful for the effective planning of reforms relating
to the people of India’s nutritional security.
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